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Abstract—As data in modern cloud storage system grows dramatically, it’s a common method to partition data and store them in different Availability Zones (AZs). Multiple AZs not only provide high fault tolerance (e.g., rack level tolerance or disaster tolerance), but also reduce the network latency. Replication and Erasure Codes (EC) are typical data redundancy methods to provide high reliability for storage systems. Compared with the replication approach, erasure codes can achieve much lower monetary cost with the same fault-tolerance capability. However, the recovery cost of EC is extremely high in multiple AZ environment, especially because of its high bandwidth consumption in data centers. LRC is a widely used EC to reduce the recovery cost, but the storage efficiency is sacrificed. MSR code is designed to decrease the recovery cost with high storage efficiency, but its computation is too complex.

To address this problem, in this paper, we propose an erasure code for multiple availability zones (called AZ-Code), which is a hybrid code by taking advantages of both MSR code and LRC codes. AZ-Code utilizes a specific MSR code as the local parity layout, and a typical RS code is used to generate the global parities. In this way, AZ-Code can keep low recovery cost with high reliability. To demonstrate the effectiveness of AZ-Code, we evaluate various erasure codes via mathematical analysis and experiments in Hadoop systems. The results show that, compared to the traditional erasure coding methods, AZ-Code saves the recovery bandwidth by up to 78.24%.
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I. INTRODUCTION

Nowadays in public cloud storage systems [28] such as Amazon AWS [3], Microsoft Azure [8], Google Cloud [21] [14] [10] [7], Alibaba Cloud, a large amount of data are stored in multiple Availability Zones (AZs), where AZ is a general configuration. Typically, an AZ is a physically isolated area in data centers, which consists of several racks of servers, or one floor of a data center, or even a whole data center. By using multiple AZs, cloud storage systems can have the following benefits,

• High availability. Typically, data are distributed among multiple physically isolated storage infrastructures or data centers. When one AZ fails, the remaining AZs can provide ordinary cloud services as well.

• High reliability. Redundant data are provided among different AZs, which can tolerate large scale of failures such as natural disasters (i.e., earthquakes, tsunamis), massive power outage, etc.

• Low network latency. The users connect to the nearest geographical availability zone which can decrease network latency.

Typically, data redundancy methods (i.e., replication and erasure coding) are widely utilized in availability zones (AZs) to obtain various capabilities of fault tolerance [8] [33] [23] [30]. Traditional replication or backup strategies can easily guarantee high reliability but the storage cost is extremely high. In cloud storage systems like Microsoft Azure [8], Google cloud [21], Facebook [1] and Alibaba Cloud, erasure codes (EC) are chosen to store the cold data in general. In this use case, erasure codes can support both high reliability with low monetary cost. In the last decade, popular erasure codes can be categories into two types, RS-based codes [31] [17] [36] and XOR-based codes [4] [9] [41] [38] [16] [37] [34] [5] [40] [27] [44] [12] [45]. Traditionally, RS-based codes (e.g., RS [31], LRC [17]) are generated via Galois Field computations, and XOR-based calculations are operated in XOR-based codes (e.g., STAR code [16], TIP-Code [44], Butterfly codes [24] [13]).

However, existing erasure codes have several drawbacks in availability zone (AZ) environment. First, for XOR-based codes, most XOR-based erasure codes [9] [4] only tolerate two or three node failures, which cannot meet the requirements of tolerating AZ level node errors. Some XOR-based codes can tolerate more than three nodes, but the scalability is rather poor [44] [16]. Second, For RS-based codes, although they can provide high scalability, the recovery cost (e.g., the reconstruction I/Os, the recovery bandwidth) is extremely high, which attracts many researchers to propose new solutions [22] [17] [29]. Third, Minimal Storage Regenerating code [36] [42] is efficient to reduce recovery overhead, but the computational complexity is much higher than RS-based and XOR-based codes.

To avoid the above drawbacks, in this paper, we propose a novel erasure code called AZ-Code, which is an efficient code for multiple availability zones environment. AZ-Code take advantages of both RS and MSR codes, which can provide both high reliability and scalability with low monetary and recovery cost.

The contribution of our work includes:
1) We propose AZ-Code to provide low recovery cost with high reliability for AZ environment.
2) A series of experiments show that comparing with the traditional approaches, AZ-Code achieves better performance of recovery in AZ environment.

The rest of the paper is organized as follows. In Section II, we introduce related work and our motivation. In Section III, the design of AZ-Code and corresponding encoding and decoding techniques are illustrated in detail. The evaluation is presented in Section IV and the conclusion of our work is in Section V.

II. RELATED WORK AND MOTIVATION

In this section, we discuss the requirements of erasure codes for AZ environment in cloud storage systems and give a brief introduction about the existing erasure codes. To facilitate our discussion, we summarize the symbols used in this paper in Table I.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>the number of nodes in a node array</td>
</tr>
<tr>
<td>r</td>
<td>the number of parity nodes</td>
</tr>
<tr>
<td>k</td>
<td>the number of data nodes ((k = n - r))</td>
</tr>
<tr>
<td>t</td>
<td>code group length</td>
</tr>
<tr>
<td>s</td>
<td>a parameter of MSR code (n = s^m)</td>
</tr>
<tr>
<td>m</td>
<td>a parameter of MSR code (n = s^m)</td>
</tr>
<tr>
<td>z</td>
<td>the number of AZs (the group of AZ-Code)</td>
</tr>
<tr>
<td>p</td>
<td>the number of local parity nodes</td>
</tr>
<tr>
<td>g</td>
<td>the number of global parity nodes</td>
</tr>
<tr>
<td>d</td>
<td>the number of helper nodes</td>
</tr>
<tr>
<td>α</td>
<td>bits stored on a node</td>
</tr>
<tr>
<td>β</td>
<td>bits downloaded from one node in recovery process</td>
</tr>
<tr>
<td>τ</td>
<td>the total recovery bits</td>
</tr>
<tr>
<td>δ</td>
<td>the radio form of recovery cost</td>
</tr>
<tr>
<td>Θ</td>
<td>an MSR code</td>
</tr>
<tr>
<td>(C_i)</td>
<td>the nodes of MSR code</td>
</tr>
<tr>
<td>(A_i)</td>
<td>a (1!1) coefficient matrix</td>
</tr>
<tr>
<td>(D)</td>
<td>a vector consists of all data</td>
</tr>
<tr>
<td>(D_L)</td>
<td>a vector consists of lost data</td>
</tr>
<tr>
<td>(D_S)</td>
<td>a vector consists of surviving data</td>
</tr>
<tr>
<td>(H)</td>
<td>a parity-check matrix</td>
</tr>
<tr>
<td>(H')</td>
<td>a decoding matrix of MSR code</td>
</tr>
<tr>
<td>(H_L)</td>
<td>a sub-matrix of (H) (columns correspond to the lost data)</td>
</tr>
<tr>
<td>(H_S)</td>
<td>a sub-matrix of (H) (columns correspond to the surviving data)</td>
</tr>
<tr>
<td>(P)</td>
<td>a local parity node of AZ-Code</td>
</tr>
<tr>
<td>(G)</td>
<td>a global parity node of AZ-Code</td>
</tr>
<tr>
<td>(J)</td>
<td>a decoding matrix of AZ-Code</td>
</tr>
</tbody>
</table>

A. Requirements of Erasure Codes in Multiple Availability Zones (AZs)

In modern large-scale cloud storage systems, large datasets are normally divided into several parts and then stored in different AZs. In general, the following aspects of erasure codes are desired in multiple AZs environment.

- **High Reliability**: Erasure codes can provide high reliability, which can tolerate concurrent AZ level failures (e.g., lost a whole AZ). In this paper Fault Tolerance is defined as the maximum number of \(r\) node failures that a code can tolerate to evaluate reliability.
- **High Storage Efficiency**: Typically, a node array consists of \(k\) data nodes and \(r\) parity nodes, the storage efficiency is \(k/(k + r)\). In AZ environment, we need to make the storage efficiency as high as possible.

- **Low Recovery Cost**: In data centers, node failure is common and recovery cost is a significant problem [33]. As we know, the recovery cost include the computation cost, network bandwidth, and the total number of I/Os. An erasure code with low recovery cost is a popular choice in cloud storage systems [17]. In this paper we use Reconstruction Cost defined as the number of nodes required to reconstruct the lost nodes to evaluate the network bandwidth of recovery cost.
- **High Scalability**: Erasure codes can provide fast scaling processes when scale up or scale out [39].

B. Existing Erasure Codes in Cloud Storage Systems

1) **RS Code**: Reed Solomon Code (RS Code) [26] was proposed by Irving S. Reed and Gustave Solomon in 1960. RS code is a kind of Maximum Distance Separable (MDS) Codes, which have the optimal storage efficiency. The encoding and decoding operations of RS code are based on Galois Field, which leads to a higher computational complexity comparing to XOR-based codes. However, due to its high scalability, RS code has been widely applied in traditional cloud storage systems. In a RS code which is delegated by RS\((k, r)\), \(n = k + r\) denotes the total number of nodes\(^1\) participating in the erasure coding schema, \(k\) stands for the number of data nodes, and \(r\) is the number of parity nodes. Generally data is organized and encoded/encoded with the minimum coding unit block\(^2\). RS\((k, r)\) can tolerate at most \(r\) failures at the same time, and single node failure can be recovered from any \(k\) survivors. The encoding process of RS code is given in Fig.1.

![Fig. 1. The encoding process of RS(6,3). The leftmost matrix is called Encoding Matrix, which encodes data nodes \((D_0, D_1, \ldots, D_5)\) into Codeword \((D_0, D_1, \ldots, D_5, P_0, P_1, P_2)\).](image)

\[^1\]In this paper, a node represents a storage medium which is physically isolated from other storage mediums.

\[^2\]In this paper, a block is used to represent a data element or chunk which is the basic access unit in erasure codes [6] [32].
Fig. 2. Two examples show an RS(6, 6) applied in 3AZ environment and an RS(4, 4) in 2AZ environment.

Fig. 3. The reconstruction of single node failure in RS(6, 3). Data of 6 surviving nodes should be transmitted to the failure node named \textit{dest}.

Fig. 4. An example of LRC(6, 3, 3). \(P_0, P_1, P_2\) are global parities of data nodes \((D_0, D_1, \ldots, D_6)\). \(P_n, P_2, P_3\) are local parities, which are generated via data node groups \((D_0, D_1)\), \((D_2, D_3)\) and \((D_4, D_5)\) respectively.

Fig. 5. The reconstruction of single failure in LRC(6, 3, 3). The failure node \(D_0\) is marked as brown. Only data of \((D_1, P_n)\) in green box need to be transmitted to \(D_0\).

Fig. 6. Two examples show an LRC(6, 3, 3) applied in 3AZ environment and an LRC(4, 2, 2) applied in 2AZ environment.

lost data, which causes great latency and seriously affects the performance of cloud storage systems. To solve this problem, many methods have been proposed (introduced in Section II-C). 2) LRC Code: Local Reconstruction Codes (LRC) \cite{25} and Locally Repairable Codes \cite{25} are similar codes, and applied in Windows Azure Storage and Facebook cloud, respectively. Since both of them are based on a similar idea, here we mainly discuss Local Reconstruction Codes, and the abbreviation LRC is used to refer to it. LRC is a kind of non-MDS code.

A LRC can be represented by \(LRC(k, z, r)\), where \(k, z, r\) are denoted by the number of data nodes, the number of local parity nodes, the number of parity nodes, respectively. Besides, \(k\) data nodes are divided into \(z\) groups, and one local parity node is added to each group. Fig.4 shows an example.

AZ, and global parity nodes are uniformly assigned to each AZ.

For reconstruction of a lost data node, the failure node only need to obtain the data of nodes in the same group. An example shows in Fig.5.

3) XOR-based Codes: In the last two decades, several XOR-based codes are proposed for cloud storage systems, typical XOR-based codes include STAR \cite{16}, Triple-STAR \cite{37}, HDD code \cite{35}, TIP-Code \cite{44}, which can tolerate concurrent node failures of any triple nodes. Under multiple AZ environment, GRID code \cite{19} is a feasible solution for a large amount of node failures. However, due to the limitation of multi-dimensional XOR-based parity generation, the scalability issue \cite{18} is a big obstacle in cloud storage systems.

C. Optimization Methods for Reconstruction

In recent years, a number of methods to improve the performance of Erasure Code have been proposed. For example, Partial-Parallel-Repair \cite{22} and Pipeline-Repair \cite{20} reduce the network latency, but do not reduce the total amount of data transmitted in cloud storage system. Other methods like Parity-Check Matrix \cite{43} reduce the complexity of decoding, but do not improve the network transmission.

Minimum-Storage Regenerating (MSR) code \cite{11} \cite{15} \cite{36} \cite{42} \cite{24} \cite{13} is one special case of regenerating code with the property of Maximum Distance Separable (MDS) codes. It is expressed as the tuple \((n, k, l)\) which means \(n\) data nodes and parity nodes, \(k\) data nodes and sub-packetization with size \(l\). MSR code is sufficient for reducing the recovery cost, but its construction is too complex and the computation cost is high in AZ environment.

D. Our Motivation

We summarize existing erasure codes in AZ environment in Table II which shows that the existing erasure codes are insufficient for AZ environment. RS code can provide high reliability but its recovery cost is also high which has been the major issue in AZ environment. LRC code can reduce the recovery cost to some extent but increase the storage cost. MSR code can achieve optimal recovery cost without increasing the storage cost but its complexity is too high.

In summary, existing erasure codes are insufficient in AZ environment, which motivates us to propose a new code construction called AZ-Code.
Three AZ Case

### III. AZ-Code

In this section, we first give the construction of the Availability Zone Level Erasure Code (AZ-Code) and then introduce the construction of local parities and global parities, encoding and decoding processes of AZ-Code. We also summarize the properties of AZ-Code at the end of the section.

#### A. Overview of AZ-Code

Generally, we present AZ-Code as $AZ(k, z, p, g)$ where $k$ means the number of data nodes, $z$ means the number of AZ. AZ-Code divides $k$ data nodes into $z$ AZs with $k/z$ data nodes in each AZ. It generates $p$ local parity nodes by MSR code method for each AZ to reduce the recovery cost, and computes $g$ global parity nodes from all $k$ data nodes by RS code to provide high reliability. Let $n$ be the total number of nodes (data + parity), thus $n = k + z * p + g$.

The Figure 7 shows an example of AZ-Code with multiple AZs.

---

### TABLE II

<table>
<thead>
<tr>
<th>Name</th>
<th>Reliability</th>
<th>Scalability</th>
<th>Storage Efficiency</th>
<th>Recovery Cost</th>
<th>Computational Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS Code</td>
<td>high</td>
<td>high</td>
<td>high</td>
<td>high</td>
<td>high</td>
</tr>
<tr>
<td>LRC Code</td>
<td>high</td>
<td>high</td>
<td>low</td>
<td>high</td>
<td>medium</td>
</tr>
<tr>
<td>MSR Code</td>
<td>high</td>
<td>medium</td>
<td>high</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>GRID Code</td>
<td>high</td>
<td>low</td>
<td>high</td>
<td>medium</td>
<td>very high</td>
</tr>
<tr>
<td>AZ-Code</td>
<td>high</td>
<td>high</td>
<td>low</td>
<td>low</td>
<td>medium</td>
</tr>
</tbody>
</table>

---

---

#### B. Case Studies of Multiple AZs

1) **AZ-Code for Two AZs (2AZ-Code):** We show an example of $AZ(4, 2, 2, 2)$ with 2AZs in Figure 8(a). Each AZ has one global parity node, two local parity nodes and two data nodes.

2) **AZ-Code for Three AZs (3AZ-Code):** We show an example of $AZ(6, 3, 2, 2)$ with 3AZs in Figure 8(b). Here each AZ has one global parity node, two local parity nodes and two data nodes.

---

#### C. Construction of Local Parities

In this section, we introduce one kind of MSR codes [42] which is used to generate the local parity nodes. First we give the mathematical construction and then use one special case to explain the encoding/decoding process.

1) **Overview of MSR Code:** MSR code is expressed as a tuple$(n, k, l)$, where $n$ denotes the total number of data and parity nodes, $k$ denotes the number of data nodes, and $l$ means the minimum coding unit or sub-packetization [42]. Suppose that each node has $\alpha$ bits and when a node fails, the storage system attempts to repair their content by contacting $d$ helper nodes and downloading $\beta$ bits from each helper node. The total recovery bits $\tau$ satisfies the equation $\tau = d * \beta$. It shows that [11] the recovery cost $\delta$ has the following equation,

$$\delta = \frac{\tau}{\alpha} = \frac{d * \beta}{\alpha} = \frac{d}{d - k + 1} \quad (k \leq d \leq n - 1) \quad (1)$$

$\delta$ is inversely proportional to $d$ in Equation 1, so we can reduce the recovery cost by allowing more helper nodes to repair the data.
lost nodes. When one node fails, \( d \) is set to \( n - 1 \) and \( \delta \) achieves the maximum value \( \frac{n-1}{n-k} \). When multiple nodes fail, \( d \) is usually set to \( k \) and \( \delta \) reaches the minimum value of \( k \).
At this time MSR code is equivalent to any MDS code like RS code. We show this relationship in the following formula,

\[
k \leq \delta \leq \frac{n-1}{n-k}
\]  

(2)

2) **MSR Code Construction**: Let \( \Theta \) be a \( (n,k,l) \) MSR code with nodes \( C_i \in F^n, i = 1,2,\ldots,n \) (data nodes and parity nodes are unified by \( C_i \)), where each \( C_i \) is a column vector with coordinates \( C_i = [c_{i1}, c_{i2}, \ldots, c_{il}]^T \). To further reduce the construction cost, we use the Parity Check Matrix (PCM) \[43\] to construct the MSR part of the AZ-Code. The construction of code \( \Theta \) is defined by the following \( r \) parity check equations,

\[
\Theta = \{ (C_1, C_2, \ldots, C_n) \mid \sum_{i=1}^{n} A_{t,i} \cdot C_i = 0, \ t = 0,1,2,\ldots,r-1 \}
\]  

(3)

In Equation 3, \( A_{t,i} \in F \) is a \( l \times l \) matrix corresponding to \( l \times 1 \) column vector \( C_i \). The whole coefficient matrix \( H \) with the size of \((r \times l) \times (n \times l)\) consists of the \( r \times n \) submatrix \( A_{t,i} \). \( A(a,b) \) is defined as the element in row \( a \), column \( b \) of submatrix \( A \), where \( 0 \leq a, b \leq l-1 \). The specific structure of \( A_{t,i} \) is shown as below.

**Construction via Local Parities** Let \( s, m \in F \) be positive integers with the constraint,

\[
s \leq r \leq sm, \quad n = sm, \quad l = s^m
\]

We rewrite a to \( S \)-ary form, \( a = (a_1, a_2, \ldots, a_m) \) and define an equation \( a(v, u) := (a_1, \ldots, a_{v-1}, a_v = u, a_{v+1}, \ldots, a_m) \). Let \( F \) be a finite field with the size \( |F| \geq n \).

The parameter \( \lambda_i \) and \( \gamma \) follow the constraints,

\[
\lambda_i \in F, \ i = 1,2,\ldots,n.
\]

\[
\lambda_i \neq \lambda_j \ if \ i \neq j.
\]

\[
\gamma \in F, \gamma \neq 0,1.
\]

\( A_{t,i}(0 \leq t \leq r - 1, 1 \leq i \leq n) \) can be transformed to \( A_{t,(v-1)s+u+1}(0 \leq v \leq m - 1, 0 \leq u \leq s - 1) \). And then, the elements \( A_{t,(v-1)s+u+1}(a,b) \) are constructed by the following function,

\[
A_{t,(v-1)s+u+1}(a,b) =
\begin{cases}
\lambda_{(v-1)s+u+1} & \text{if } a_v < u, a = b \\
\gamma \lambda_{(v-1)s+u+1} & \text{if } a_v > u, a = b \\
\lambda_{(v-1)s+w+1} & \text{if } a_v = u, a(v, u) = b \\
0 & \text{otherwise}
\end{cases}
\]

For each submatrix \( A_{t,i} \) which is well defined, we can get the whole coefficient matrix \( H \).

The coefficient matrix \( H \) has a property that any \( r \times r \) sub-matrix of \( H \) is invertible (Here each submatrix \( A_{t,i} \) is treated as a single element.). Due to space limitations, we don’t provide the detailed proof, which can be found in the literature [42]. This property guarantees that MSR code can tolerate any \( r \) nodes failure. Here we show the detailed construction of an MSR code in Fig.9 with the following configuration,

\[
n = 4, \ k = 2, \ r = s = 2, \ m = 2, \ l = 4.
\]

We use this configuration to demonstrate the encoding and recovery processes of MSR code in the next sections.

![Fig. 9. The detailed construction of MSR code with \((n = 4, k = 2, s = m = 2, l = 4)\). \( H \) is a coefficient matrix based on finite field \( F \). According to Equation 3, the MSR code is defined by total \( r \times l \) = 8 parity check equations.](image)

3) **The Encoding Process of MSR Code**: We demonstrate a brief construction in Fig.10, where each element \( A_{i,j} \) is a \( 2 \times 2 \) matrix. In this condition we ignore the details in the matrix \( A_{i,j} \), so there are total two parity check equations.

The encoding process of MSR code is based on PCM method and shown in Fig.11. According to the two parity check equations, we split the coefficient matrix \( A \) into \( H_L \) and \( H_S \), which corresponds to the lost and surviving data nodes, respectively. Because \( H_L \) is invertible, we get the following equation,

\[
H_L \ast D_L = H_S \ast D_S
\]

(4)

We can change Equation 4 to Equation 5 as below via matrix transformation (multiply \( H_L^{-1} \) on the both sides of Equation 4),

\[
D_L = H_L^{-1} \ast H_S \ast D_S
\]

(5)

Therefore, we can reconstruct the lost parity nodes via Equation 5.

![Fig. 10. The brief construction of MSR code with \((n = 4, k = 2, s = m = 2, l = 4)\) following Equation 3. \( G \) is a coefficient matrix based on the finite field \( F \). Each element \( A_{i,j} \) is a \( 2 \times 2 \) matrix. The dot product of the data vector the corresponding row in \( G \) is equal to zero.](image)

D. **Construction of Global Parities**

We use RS code [31] to generate the global parities,

**Construction via Global Parities** Let \( H \) be the parity check matrix, data node is \((D_0, D_1, \ldots, D_{k-1})\) and parity node is \((G_0, G_1, \ldots, G_{r-1})\). Then we define the code equation,

\[
H \ast (D_0, \ldots, D_{k-1}, G_0, \ldots, G_{r-1})^T = 0
\]
With each $r \times r$ sub-matrix $H'$ of $H$ is invertible.

E. Encoding with AZ-Code

The encoding process of AZ-Code is simple. We summarize it into the following steps,

1) Use the data nodes in the same AZ to calculate the local parity with MSR code and store them in corresponding AZ.
2) Use the whole data nodes in all AZs to calculate the global parity with RS code.
3) Store global parity evenly across multiple AZs.

F. Decoding with AZ-Code

1) Decoding with Local Parities: MSR code using different decoding methods for various numbers of node failures.

When single node fails, MSR code contacts with the other $d = n - 1$ help nodes to recover the lost data together. Recovery method is described as below,

Assume that data $C_q$ of the code $\Theta$ fail. And $C_q$ can be regarded as $C_{(v_q-1)s+u_q+1}$.

Step1: We construct a new coefficient matrix $H'$ based on the original coefficient matrix $H$ by taking a part of elements from each submatrix $A_{t,i}(0 \leq t \leq r-1, 1 \leq i \leq n)$. The new submatrix $A_{t,i}'$ is constructed by the following function,

$$A_{t,i}' = \begin{cases} A_{t,i}(a,b) | a \in \{a_{vk} = u_k\} & \text{if } i \neq q \\ A_{t,i}(a,b) | a \in \{a_{vk} = u_k\}, b \in \{0,1,...,l\} & \text{if } i = q \end{cases}$$

Step2: The data obtained from other $n-1$ data nodes ($C_i$) to recover the lost data is defined as $C_i'$. The data set $C_i'$ has the following format,

$$C_i' = \{c_{i,v} | a_{vk} = u_k, a = 0,1,...,l-1\}$$

(i = 0,1,...,n-1 and $i \neq q$.)

For the convenience of representation we define that $C_q' = C_q$.

Step3: We get the new decoding equation,

$$\begin{bmatrix} A_{0,1} & \cdots & A_{0,n} \\ \vdots & \ddots & \vdots \\ A_{r-1,1} & \cdots & A_{r-1,n} \end{bmatrix} \ast \begin{bmatrix} C_0' \\ C_1' \\ \vdots \\ C_{n-1}' \end{bmatrix}^T = 0 \quad (6)$$

And the lost data $C_q$ can be recovered via Equation 6.

We show the detailed recovery process under single node failure case in Fig.12 and Fig.13. And assume that data node $D_0$ fails. According to the recovery method for single node failure, we choose the 1, 3, 5, 7 rows from the original coefficient matrix $A$ to construct a new matrix $A'$. The data nodes $D_1, P_0, P_1$ only need to provide their first and third sub-nodes in a sub-packetization. Then we get the decoding equation shown in Fig.13. At last we use the PCM method, which is the same as the encoding process, to recover the lost data node $D_0$.

Fig. 11. The encoding process of MSR code ($n = 4, k = 2, s = m = 2, l = 4$). $D_L$ represents the lost data vector and $D_S$ represents the surviving data vector. $H_L$ and $H_S$ are the coefficient matrix of $D_L$ and $D_S$ respectively.

Fig. 12. The decoding process of MSR code ($n = 4, k = 2, s = m = 2, l = 4$). $H$ is the new coefficient matrix. And $D_0$ is the lost data node. The rows 1, 3, 5, 7 of coefficient matrix $A$ and the sub-nodes 1, 3 of sub-packetization in the data node $D_0, P_1, P_2$ are selected to recover $D_0$, which are marked as brown.

Fig. 13. The decoding process of MSR code within ($n = 4, k = 2, s = m = 2, l = 4$). $H'$ is the new coefficient matrix constructed by original matrix $H$. $D_L$ represents the lost data vector and $D_S$ represents the surviving data vector. $H_L'$ and $H_S'$ are the coefficient matrices of $D_L$ and $D_S$ respectively.

When multiple nodes fail, the decoding process of the MSR code is the same as the encoding process and shown in Fig.14. Assume that $D_0$ and $D_1$ are lost data, and $P_0, P_1$ are surviving data nodes. Then we can recover the $D_0$ and $D_1$ by using Equation 5.

2) Decoding with Global Parities: The global parities recovery method is shown as below,

Assume that any $r$ nodes fail, we rewrite the data set $D$ and parity set $G$ as surviving data set $D_S = (D_{S0}, D_{S1}, ..., D_{Sk-1})$ and lost data set $D_L = (D_{L0}, D_{L1}, ..., D_{Lr-1})$, then we choose the column corresponding to the surviving data from $H$ and get $H_S$, the remaining column make up $H_L$. We use the following equation to recover the lost data.

$$D_L \ast H_L = D_S \ast H_S$$

$$D_L = (H_L)^{-1} \ast H_S \ast D_S.$$
Firstly, we scan all AZs and use the local parities to decode invertible. The parameters should be properly covered by Equation 7. The parameters should be properly covered by Equation 7. The parameters should be properly covered by Equation 7. The parameters should be properly covered by Equation 7. The parameters should be properly covered by Equation 7. The parameters should be properly covered by Equation 7. The parameters should be properly covered by Equation 7. The parameters should be properly covered by Equation 7.

If any \( g \) fails, we can re-covered to \( g + p \) arbitrary nodes failures and AZ-Code can recover up to \( g + p \) arbitrary nodes in some special cases.

We assume that \( g + p \) arbitrary nodes fail. The locations of failure nodes can be divided into two cases.

1. The total number of lost data/parity nodes is less than or equal to \( g \). This case is shown in Fig.16(a).
2. The total number of lost data/parity nodes is more than \( g \). This case is shown in Fig.16(b).

In case 1, we can recover all data nodes by the global parities and then we can reconstruct the local parity nodes.

In case 2, we use the combination decoding method to recover the lost data because local or global parities cannot recover the lost data independently. Note that we should choose the AZ which has the most number of failure nodes when we use the combination decoding method. We take AZ(6,3,2,3) as an simple example, which is shown in Fig.16. According to Fig.16(a), we use \( G_0, G_1, G_2 \) to recover \( D_0, D_1, D_2 \) and use \( D_0, D_1 \) to reconstruct the \( P_0, P_1 \).

According to Fig.16(b), we use the hybrid decoding method to recover the lost data and the recovery process is shown in Fig.17 and Fig.18. Columns 1, 2, 7, 10, 11 are utilized to establish the matrix \( H_L \) and the remaining columns to build up \( H_S \). Then we can use the equation \( D_L = H_L^{-1} * H_S * D_S \) and.

![Algorithm 1 Reconstruction Algorithm of AZ-Code](image)

Configuration of AZ-Code AZ - Code \((k, z, p, g)\):
A lost data position vector \( F[k] \);
A lost data number \( k \);
A global parity set \( G \);
A local parity set \( L \);
A surviving data set \( D_S \);
Local _Parity_ Decoding \((D)\): using data set \( D \) to recover lost data by local parities;
Global _Parity_ Decoding \((D)\): using data set \( D \) to recover lost data by global parities;
Combination _Decoding_ \((D)\): using data set \( D \) to recover lost data through the combination decoding method via local and global parities;
Ensure: original lost data set \( D_L \)

Initial \( D_L = 0 \)

for all \( F[i] \) belongs to the same \( AZ \) and \( F[i] \notin G \) do
  if size\((F[i] \in AZ)\) \( \leq p \) then
    \( D_{temp} = D_{si} \in AZ \cup L_i \in AZ \);
    \( D_{L+} = \text{Local _Parity_ Decoding}(D_{temp}) \);
  end if
end for

if \( p < k \leq g \) then
  \( D_{temp} = (D_{si} \in AZ) \cup G \);
  \( D_{L+} = \text{Global _Parity_ Decoding}(D_{temp}) \);
else
  \( k > g + 1 \)
  ERROR: Exceed the capability of fault tolerance.
end if

G. Proof of Correctness

Actually, AZ\((k, z, p, g)\) tolerates up to \( g + p \) arbitrary nodes failures and AZ-Code can recover up to \( g + p \) arbitrary nodes in some special cases.

We assume that \( g + p \) arbitrary nodes fail. The locations of failure nodes can be divided into two cases.

1. The total number of lost data/parity nodes is less than or equal to \( g \). This case is shown in Fig.16(a).
2. The total number of lost data/parity nodes is more than \( g \). This case is shown in Fig.16(b).

In case 1, we can recover all data nodes by the global parities and then we can reconstruct the local parity nodes.

In case 2, we use the combination decoding method to recover the lost data because local or global parities cannot recover the lost data independently. Note that we should choose the AZ which has the most number of failure nodes when we use the combination decoding method. We take AZ\((6,3,2,3)\) as an example, which is shown in Fig.16.

According to Fig.16(a), we use \( G_0, G_1, G_2 \) to recover \( D_0, D_1, D_2 \) and use \( D_0, D_1 \) to reconstruct the \( P_0, P_1 \).

According to Fig.16(b), we use the hybrid decoding method to recover the lost data and the recovery process is shown in Fig.17 and Fig.18. Columns 1, 2, 7, 10, 11 are utilized to establish the matrix \( H_L \) and the remaining columns to build up \( H_S \). Then we can use the equation \( D_L = H_L^{-1} * H_S * D_S \) and.

Algorithm 1 shows the decoding strategy of AZ-Code. Firstly, we scan all AZs and use the local parities to decode the lost data. Then the remaining lost data, which cannot be recovered by the local parities only, are reconstructed through global parities. Finally, we use a hybrid recovery method to decode the lost data.

![Algorithm 1 Reconstruction Algorithm of AZ-Code](image)
which is introduced in Section III-F to recover the lost data nodes.

Fig. 15. The construction of AZ-Code \((k = 6, z = 3, p = 2, g = 3)\). Data nodes are marked gray, local parities are marked blue and global parities are marked brown. Local parities are stored in their corresponding AZs and global parities are evenly distributed among the three AZs.

### H. Properties of AZ-Code

We analyze the properties of \(AZ(k, z, p, g)\) from the following aspects and show the formulation in Table III.

- **High Reliability:** Fault tolerance is the quantification of the reliability abilities. The fault tolerance capabilities of AZ-Code is \(g + p\), so we can increase the number of global and local parities to provide high reliability in AZ environment.
- **Low Storage Efficiency:** Storage efficiency of AZ-Code is \(k/(k + z \ast p + g)\), so we can increase \(k\) (or reduce \(gp/\ast z\)) to get better storage efficiency. For MDS code the optimal storage efficiency is \(k/(k + p + g)\), so AZ-Code is near optimal.
- **Low Recovery Cost via Local Parities:** Recovery cost include the computation cost, network bandwidth, total number of I/Os. the reconstruction cost is equivalent to network bandwidth here and also affects total number of I/Os. Usually the reconstruction cost should be as low as possible. According to the equation in Table III, the reconstruction cost of AZ-Code is lower than RS Code and LRC with the same code size in single node failure condition. As the number of failure nodes increases, the gap between AZ-Code, RS code and LRC decreases and eventually eliminated.
- **High Scalability:** AZ-Code has four dimensions \(k, z, p, g\) to adapt to the various configuration of data centers.

The properties of AZ-Code with \(z = 2\) and \(z = 3\) are summarized in Table IV. AZ-Code generally performs well on three attributes. We can change the code configuration to get excellent performance in one properties. For example, if we choose \(AZ(6, 3, 2, 3)\), we can get low reconstruction cost.

### IV. Evaluation

In this section, we conduct a series of experiments to demonstrate the efficiency of AZ-Code under AZ environment.
A. Evaluation Methodology

We select RS code and LRC codes (which are widely used in AZ environment), as well as several XOR-based codes to compare with AZ-Code in our evaluations. Since 3AZ is a general configuration in cloud storage systems, we set $z = 3$ in our evaluation. We also use both mathematical analysis and experiments to demonstrate the efficiency of AZ-Code.

![Fig. 19. The environment of experiments.](image)

<table>
<thead>
<tr>
<th>TABLE V</th>
</tr>
</thead>
<tbody>
<tr>
<td>DETAILS OF THE EVALUATION PLATFORM</td>
</tr>
<tr>
<td>Description</td>
</tr>
<tr>
<td>CPU</td>
</tr>
<tr>
<td>NIC</td>
</tr>
<tr>
<td>Memory</td>
</tr>
<tr>
<td>Disk</td>
</tr>
<tr>
<td>OS</td>
</tr>
<tr>
<td>Platform</td>
</tr>
</tbody>
</table>

1) Metrics and Methods for Mathematical Analysis: We use **Storage Efficiency**, **Fault Tolerance** and **Reconstruction Cost** which defined in Section II-A as the metrics. The number of nodes in a cluster limits the total code size of AZ-Code. Therefore, we make the following constraints for AZ($k, z, p, g$).

$$k \leq 18, \ z = 2 \ or \ 3, \ p = 2 \ or \ 3, \ g \leq 12$$

The mathematical analysis is divided into two aspects. Firstly, we analyze the influence of four parameters on the three metrics in Section II-A. In this part, we only discuss the reconstruction cost under the single node failure condition, and find out the differences of AZ-Code under various values of parameters. Secondly, we compare the reconstruction cost of AZ-Code with LRC/RS codes under different faulty conditions. We also compare the reconstruction cost of AZ-Code with existing coding schemes (RS, LRC, MSR, XOR-based codes) under three situations, such as single data node failure, double and multiple data nodes failures.

2) Metrics and Methods for Experiments: We use **recovery time**, which consists of computation time, I/O overhead and transmission time, as the metric in our experiments. Several code configurations with the same $n$ and $k$ are chosen to explore the impact of other parameters.

The environment of our experiments is shown in Fig.19 and Table V. We set up a Hadoop system [2] with one NameNode and three DataNodes (to simulate three availability zones) to evaluate the performance of the erasure codes. Four DELL R730 servers based on Linux ext4 filesystem are deployed as these nodes and connected with a gigabit Ethernet. Each DataNode stores multiple chunks (to simulate the nodes in AZs), and the number of chunks is adapted to the EC configuration and each chunk contains exactly 1GB data. Each chunk consists of many blocks which is the basic unit of encoding and decoding processes in our experiments, and we change the block size to simulate various possible failure conditions in the real AZ environment.

We implement AZ-Code in Intel ISA-L of HDFS and write a test program to obtain the recovery time, computation time, I/O overhead and transmission time. In the test program we randomly generate some error chunks and retrieve data from three DataNodes to recover the error chunks.

Our experiments include four parts. In the first three parts, we evaluate the full recovery time of three ECs with different configurations under single, double and multiple failure node(s) situations. Besides, we evaluate the proportion of three components in recovery time, which is mentioned above, under single and multiple failure node(s) situations.

B. Numerical Results of Mathematical Analysis

In this section, we show the mathematical analysis of AZ-Code and compare it with LRC and RS codes.

1) AZ-Code Analysis: In Fig.20 we summarize the performance of AZ($k, z, p, g$) in terms of various configurations in storage efficiency, fault tolerance, and reconstruction cost in single data node failure situation.

- **Storage Efficiency**: Storage efficiency ($\frac{k}{k+z+g-1}$) is determined by four parameters $k$, $z$, $p$ and $g$. So we vary $k$ from 4 to 18 and $g$ from 2 to 12. Since $z$ and $p$ both have only two choices, we can get totally four conditions. The results are shown in Fig.20. We can see that storage efficiency is direct proportion to $k$ and inversely proportional to $z$, $p$ and $g$.

- **Reconstruction Cost**: Reconstruction cost is determined by $k$, $z$ and $p$ and defined as $(k/z+p-1)/p$. We vary $k$ from 4 to 18, $p$ and $z$ from 2 to 3 and hold $g$ to constant 12. The results are shown in Fig.20(g) and Fig.20(h).

- **Fault Tolerance**: Fault tolerance, which is defined as $g+p$, is determined by $g$ and $p$. So we vary $g$ from 2 to 12 and $p$ from 2 to 3 with two configuration: $z=2, k=12$ and $z=3, k=18$. The results are shown in Fig.20(e) and Fig.20(f).

Next we consider how to select the parameters of AZ-Code for 2AZ and 3AZ environment. We choose storage efficiency and reconstruction cost as the metrics. We use the storage efficiency of 0.25 and fault tolerance of 3 as the threshold which is the value of three replication strategy. We keep those code sets of parameters that yield equal or higher storage efficiency and fault tolerance threshold. Then we plot the storage efficiency and the reconstruction cost of the remaining code sets in Fig.21(b) (3AZ-Code) and Fig.21(a) (2AZ-Code). Each individual point represents one set of coding parameters.
Each parameter set represents a certain trade-off between the storage efficiency and the reconstruction cost.

Different parameters can result in different storage efficiency. However, we only pay attention on the one with the lower reconstruction cost. Therefore, we outline the lower bound curve characterizes the fundamental trade-off between storage efficiency and reconstruction cost for AZ-Code.

2) Comparisons among Different Erasure Codes: We select the following code sets in our analysis. In these evaluations, we set $k$ as $(6, 12, 18)$ respectively and $z = 3$ (3AZ environment).

- RS-based codes:
  - **AZ-Code**: $AZ(k, 3, 2, 3)$ with the best storage efficiency and $AZ(k, 3, 2, 6)$ with high fault tolerance.
  - **RS code** [26]: $RS(k, 9)$ with the same total nodes $n$ of $AZ(k, 3, 2, 3)$ and $RS(k, 8)$ with the same fault tolerance of $AZ(k, 3, 2, 6)$.
  - **LRC** [17] [25]: $LRC(k, 3, 6)$ with the same total nodes $n$ of $AZ(k, 3, 2, 3)$ and $LRC(k, 3, 7)$ with the same fault tolerance of $AZ(k, 3, 2, 6)$.
  - **MSR** [11] [15] [36] [42] [24] [13]: $MSR(k, 6)$ with $r = 6$.

- XOR-based codes:
  - **EVENODD** [4]: A kind of XOR-base code which can tolerate concurrent failures of any double nodes, in which the configuration is $k + 2$.
  - **STAR** [16]: A kind of XOR-base code which can
tolerate concurrent failures of any triple nodes, in which the configuration is \( k + 3 \).

First, we choose the AZ-Code sets which are located in the lower bound curve in Fig.21(b) (3AZ-Code) to compare RS and LRC. In this situation, we define the same parameters \( k \) and \( n \) of these three codes. For example, \( AZ(12, 3, 2, 3) \), \( RS(12, 9) \) and \( LRC(12, 3, 6) \) are involved in our Comparisons, where \( k \) and \( n \) are set to the same values \( (k = 12, \ n = 21) \). Then we choose another code sets with the same capability of fault tolerance and the same value of \( k \). For example, \( LRC(12, 3, 7) \), \( AZ(12, 3, 2, 6) \) and \( RS(12, 8) \) have the same \( k = 12 \) as well as the same fault tolerance 8. We use the reconstruction cost to evaluate the recovery performance. The results are presented in Fig.22, which illustrate that AZ-Code have the best performance in all conditions. For example, \( AZ(6, 3, 2, 3) \) saves 75.00\% reconstruction cost compared to \( RS(6, 6) \).

Typical erasure codes (including AZ-Code) under faulty conditions are illustrated in Fig.23. We can see that AZ-Code has the least reconstruction cost under all three situations compared with other EC.

C. Experimental Results of Single Node Failure

In this section, we compare the recovery time of RS code, LRC codes and AZ-Code with the same parameter \( k \) under single data node failure condition. Three different code sets are chosen to evaluate the performance. In all three experiments, AZ-Code performs better than RS code and LRC codes under any block size from 1MB to 32MB.

- \( AZ(6, 3, 2, 3) \), \( RS(6, 9) \) and \( LRC(6, 3, 6) \): Experimental results are shown in Fig.24(a). We can find out that \( AZ(6, 3, 2, 3) \) is up to 74.73\% faster than \( RS(6, 9) \) and 24.20\% faster than \( LRC(6, 3, 6) \).
- \( AZ(12, 3, 2, 3) \), \( RS(12, 9) \) and \( LRC(12, 3, 6) \): Experimental results are shown in Fig.24(b). The figure illustrates that \( AZ(12, 3, 2, 3) \) is up to 78.24\% faster than \( RS(12, 9) \) and up to 34.81\% faster than \( LRC(12, 3, 6) \).
- \( AZ(18, 3, 2, 3) \) and \( RS(18, 9) \) and \( LRC(18, 3, 6) \): Experimental results are shown in Fig.24(c). We can see that \( AZ(18, 3, 2, 3) \) is up to 78.12\% faster than \( RS(18, 9) \) and up to 34.38\% faster than \( LRC(18, 3, 9) \).

The higher reliability of RS code requires a larger amount of data to be transmitted, and this makes it perform much worse than AZ-Code. Though the computational complexity of AZ-Code grows when \( k \) increases, the advantage of transmission overhead for AZ-Code becomes more prominent. Therefore, AZ-Code can still achieve the best performance.

In the above three experiments, the performance of AZ-Code is almost the same when the block size changes. The optimization ratio reaches the peak when the number of data nodes \( (k) \) is 12.

D. Experimental Results of Double Node Failures

In these three experiments, we compare the recovery time of AZ-Code with RS code and LRC codes in double nodes failure condition, respectively.

- \( AZ(6, 3, 2, 3) \), \( RS(6, 9) \) and \( LRC(6, 3, 6) \): Experimental results are shown in Fig.25(a). We find that \( AZ(6, 3, 2, 3) \) is up to 53.02\%, 35.58\% faster than \( RS(6, 9) \) and \( LRC(6, 3, 6) \), respectively. Various block size slightly affect the performance of three codes.
- \( AZ(12, 3, 2, 3) \), \( RS(12, 9) \) and \( LRC(12, 3, 6) \): Experimental results are shown in Fig.25(b). It illustrates that \( AZ(12, 3, 2, 3) \) is up to 58.76\% faster than \( RS(12, 9) \) and up to 45.34\% faster than \( LRC(12, 3, 6) \). The optimization ratio between AZ-Code and LRC codes increases sharply when \( k \) grows. It is because LRC saves the transmission overhead under faulty conditions.
- \( AZ(18, 3, 2, 3) \) and \( RS(18, 9) \) and \( LRC(18, 3, 6) \): Experimental results are shown in Fig.25(c). We can see that \( AZ(18, 3, 2, 3) \) is up to 57.08\% faster than \( RS(18, 9) \) and up to 42.80\% faster than \( LRC(18, 3, 9) \).

From these experiments, we observe that the performance of AZ-Code achieves the peak when \( k = 12 \). Compared with the single node failure situation, the optimization ratio between AZ-Code and RS code decreases under double node failures situation. And the average optimization ratio between AZ-Code and LRC codes increases. It is because LRC codes have one and only one local parity in each group, which can speed up the decoding process when single node failure occurs, but cannot speed up the process when two or more node failures occur.

E. Experimental Results of Multiple Node Failures

In these three experiments, we test the recovery time of AZ-Code, RS code and LRC codes when five failure nodes need to be recovered.

- \( AZ(6, 3, 2, 3) \), \( RS(6, 9) \) and \( LRC(6, 3, 6) \): The related experimental results are shown in Fig.26(a). We can find out that \( AZ(6, 3, 2, 3) \) is up to 5.94\% faster than \( RS(6, 9) \) and 5.61\% faster than \( LRC(6, 3, 6) \). The figure illustrates that with the increase of block size, the optimization ratio decrease slowly and the maximum value is produced when the block size is 1MB.
- \( AZ(12, 3, 2, 3) \), \( RS(12, 9) \) and \( LRC(12, 3, 6) \): Experimental results are shown in Fig.26(b). It illustrates that \( AZ(12, 3, 2, 3) \) is up to 4.28\% faster than \( RS(12, 9) \) and up to 4.28\% faster than \( LRC(12, 3, 6) \).
I/O overhead and computation time. Fig.26(b) and Fig.27(b) show the results of recovery time when \( k \) failures situations. And the optimization ratio achieves a peak of the three codes tends to be the same when the number of \( k \) is up to 3.

In these three experiments, we can see that the performance of the three codes tends to be the same when the number of node failures grows. It also shows that our AZ-Code always achieves a better performance under any number of node failures situations. And the optimization ratio achieves a peak when \( k = 18 \).

**F. Experimental Results of Recovery Time**

In these two experiments, we separately measure the three components of recovery time, which are transmission time, I/O overhead and computation time. Fig.26(b) and Fig.27(b) illustrate the distribution of three recovery time components.

We can find out that the transmission time is about 8.71× of computation time and 5.45× of I/O overhead for AZ-Code. Therefore, transmission time plays a more significant impact on recovery time, that's why AZ-Code focus on integrating MSR code to reduce the recovery network bandwidth.

**G. Analysis**

The improvements of AZ-Code over RS/LRC codes are listed in Table VI. From the table, we discover that AZ-Code can obtain a better decoding performance in all experiments. There are several reasons to achieve these gains. First, AZ-Code has less network transmission overhead because of the usage of MSR code. Secondly we use local parities to recover the lost data as far as possible, that's why AZ-Code obtains a much better recovery performance. Thirdly the calculation complexity of AZ-Code can be well controlled by adjusting...
V. C  ONCLUSION

In this paper, we propose Availability Zone Level Erasure Code (AZ-Code) to improve the recovery performance in AZ environment. Based on MSR code and LRC, we introduce the construction of AZ-Code and design the encoding and decoding algorithm. Compared with LRC, AZ-Code use MSR code to construct the local parities, which results in faster recovery speed and higher scalability. To demonstrate the effectiveness of AZ-Code, we conduct experiments in different conditions. Comparing to LRC and RS codes with similar reliability and storage efficiency, AZ-Code has the following advantages: 1) reducing the recovery time up to 78.24% compared with RS code and 34.81% compared with LRC when a single node fails; 2) reducing the recovery time up to 58.77% compared with RS code and 45.34% compared with LRC codes when double nodes fail; 3) better scalability than RS codes.
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