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Panel Input (Area of Expertise)

• R&D projects from 1995 – “object persistency” for LHC
– LHC goals in data volumes & rates plus “Use Cases” of data 

acquisition, processing & analysis;

• MONARC – led to Tier architecture of WLCG 
– Limited by network constraints of late 1990s…

• Hardening of WLCG – “Service Challenges” from 2005; 
• Long-term Data Preservation & Migrations

– Migration of several hundred TB early 2000s;
– Multi-PB preservation (all LHC data?) for ~100 years;

• On-going WLCG Service Coordination / Operations
• Preparation of EU project proposals & WLCG Data (Access) 

and Storage Management evolution
• 5 / 10 / 15 year perspectives – input from colleagues 



(Possible) Panel Questions

• What is the architecture of your data management 
solution?

• What are the perceived bottlenecks in managing your 
collections – ingestion, long-term storage, access?

• Can the same system manage all stages of your data 
life cycle, or do you need different data management 
environments for initial analyses, publication, 
preservation, and future data processing pipelines?

• Are your data management requirements unique, or 
tightly coupled to your data formats?

• Could other disciplines build upon your approach?



DM Architecture

• Different architectures depending on scope:
– Site (e.g. CERN), “grid” (e.g. WLCG), viewpoint (e.g. 

experiment)

• Experiment viewpoint presented earlier by Brian 
Bockelman:
– Variety of different storage solutions deployed at WLCG 

sites (“all possible combinations”) with a quasi-standard 
interface (SRM)

– Data management: both at WLCG and experiment level

• Summary: (over?) complex; proven functionality; 
operationally (too?) expensive; lack of real standards



Perceived Bottlenecks

• A simple answer: data access (for analysis in particular…)
– Reliability – particularly for long-running jobs; Scalability – number of 

concurrent streams; Performance – aggregate throughput and 
concurrency

• This is a major concern for the users but is not the only one… 
– High, non-scalable, operational costs; 

• Close to edge even today – activity launched to address both short & medium 
term issues (production use in 2013+)

– Lack of flexibility; 
• New “Use Cases” typically cause problems;

– Issues related to use of databases;
• Complexity; inconsistency; house-keeping; 

– Non-proven ability to benefit from new technologies… 
• Perspectives tells us that we must adapt – at least in medium to long term…



Same or Different Systems?

• We have attempted to use the same system(s)
– This is possibly (even probably…) the reason for some of the 

problems that we have seen
– e.g. use of a batch scheduler to schedule requests; this 

introduced limitations such as open() latency + problems with 
queue size: fine for “batch style” operations but unworkable for 
interactive analysis; 

• Hard to provide a solution that can satisfy very different 
needs efficiently and affordably

• Cheaper and more efficient to use technologies appropriate 
for specific tasks?



Are Requirements Unique?

• NO, but many like to think that they are…
– Details given in Brian’s talk earlier…

• The “chaos of the grid” has implications – but is it a 
requirement? This include strong site / experiment 
preferences or choices, as opposed to “cloud-like” 
environments which are much more homogenous

• Some implementation details are unique but this is not a 
consequence (IMHO) of fundamental requirements

• If the requirements are not unique, surely the solution does 
not need to be either? (Modulo choices above…)



Could other disciplines benefit?

• Not today from the global architecture but do 
already from some specific components

• There is no intrinsic reason why this could not be 
the case for a “future strategy”…

• Maybe the question is better the other way 
around – could we benefit from what other 
disciplines have done? Don’t expect a complete 
solution but adopt proven (standard?) building 
blocks eventually with “glue”? (Our direction…)



Summary of Perspectives 
Short term Perspectives (2010 – 2015)

Use standard building blocks: Clustered filesystems; NFS 4.1;  standards-based 
transfer mechanisms

More levels in the storage hierarchy: As we talked about in the Reference Model days…

Reduce / simplify database components: Complexity is the enemy – eliminate it!

Attempt to mix archive & active data: Optimize use of high-capacity disks?

Etc.

1. Simplify;

2. Adopt / adapt to “modern” technology;

3. Use standards.

Plus ça change

http://en.wikipedia.org/wiki/Clustered_file_system
http://en.wikipedia.org/wiki/Clustered_file_system
http://en.wikipedia.org/wiki/Clustered_file_system
http://en.wiktionary.org/wiki/plus


Summary & Outlook

• The Data Access, Data & Storage management solutions 
deployed by the LHC experiments and WLCG have 
withstood the demands of first data taking, processing 
and analysis

• Whilst we believe that they will be adequate for the on-
going run (2010 – 2011) there are significant concerns 
about their ability to handle longer term needs

• A first workshop will be held in June 2010 to prepare a 
plan to address not only short term issues but also longer 
term concerns with a view to production usage in 2013

• Those people who “know the solution” are invited to 
contact me – I would love to hear it!

• (As well as the problem).



Data Management Challenges

IEEE Symposium on Massive Storage Systems and Technologies, May 2010

Perspectives

[Topic]

[Name]



Topic:
Short term: 2010-15 Medium term: 2015-20 Long term: 2020+

Research Agenda ÅWhere the research 

area is going, could go, 

or should go

ÅMaximum of 3

Principle benefits of 
research

ÅExpected / desired 

outcomes from research

ÅMaximum of 2     

Research 
opportunities and 
challenges

ÅOpportunities or issues 

that may require special 

attention in research 

area

ÅMaximum of 2

Key links and other 
resource 
requirements

ÅRequirements / 

implications forother 

areas / disciplines

ÅMaximum of 2 
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Data Curation in 
the Grid

Jamie Shiers, Information Technology 
Department, CERN, Geneva, Switzerland



Agenda

ÅClassify the problem(s) ïthe ñUse Casesò

1. Re-analysis of data from a previous facility, e.g. LEP

2. Use of scientific data in education & outreach

3. Data Curation for a running machine, e.g. LHC

ÅWhat are the specific issues related to, or benefits of 
ñthe Gridò

ÅBriefly define ñgrid computingò;

ÅDifferentiate between grid and Grid:

üWhat is our current experience with data & storage 
management in grid and Grid?

ÅOutlook
15



What makes up data curation?

Data Curation comprises:

ÅData management

ÅAdding value to data

ÅData sharing for re-use

ÅData preservation for later re -use

Data Curation Vision Statement:

ÅData curation is not an end, but rather a means to collect, 
organize, validate and preserve data to address the grand research 
challenges that face society. Successful data curation will require 
strategic infrastructure building efforts that encompass hardware, 
software, and human resource development.
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UNESCO Information Preservation debate, April 2007 - Jamie.Shiers@cern.ch17

Conclusions ïUNESCO Debate

ÅAs long as advances in storage capacity continue there 
are no significant issues related to the volume of 
scientific data that must be kept [ experience later ]

LPeriodic migration between different types of storage 
media must be foreseen [ more lateré ]

MSpecific storage formats must also be catered for ïthis 
can require much more significant (time consuming and 
expensive) migrations [ watch for paradigm shifts ]

üBy far the biggest problem concerns understanding the 
data ïthere is currently no clear solution in this domain
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How much data is involved?

Å In 1998, the following estimates were made regarding the 
data from LEP (1989 ï2000) that should be kept

Experiment Analysis dataset Reconstructable dataset

ALEPH 250GB 1-2TB

DELPHI 2-6TB

L3 500GB 5TB

OPAL 300GB 1-2TB

ü By todayôs standards, these data volumes are trivial

• A 2TB storage device ïwith built in RAID ïcosts a couple 
of hundred CHF at MediaMarkt!

Å Even though the total volume of data at the LHC is much 
much higher, the data that must be kept beyond the life of the 
machine (2007 to ~2020) will be easily handled by then 

ü The LHC will generate some 15PB of data per year!
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Å In 1998, the following estimates were made regarding the 
data from LEP (1989 ï2000) that should be kept

Experiment Analysis dataset Reconstructable dataset

ALEPH 250GB 1-2TB
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L3 500GB 5TB
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ü By todayôs standards, these data volumes are trivial

• A 2TB storage device ïwith built in RAID ïcosts a couple 
of hundred CHF at MediaMarkt!

Å Even though the total volume of data at the LHC is much 
much higher, the data that must be kept beyond the life of the 
machine (2007 to ~2020) will be easily handled by then 

ü The LHC will generate some 15PB of data per year!
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Use Cases Revisited

1. Re-analysis of data ïe.g. from LEP:
Á Data volume: a few TB today;
Á Duration: a few years has stretched to >1 decade .
ü Where will the analysis be done? [ Not on ñmuseum systemò ]

2. Use of data for education:
Á e.g. perform fit on # neutrino families ïa result that was widely publicized in the 

early days of LEP;
Á Duration: 100 years ? cf ñYoungôs fringesò experiment;
M Nothing is ñstandardò on the timescale of 100 years: multiple minor (e.g. ñExcel 

versionò) and regular major data & storage migrations);
ü Where will the analysis be done? [ In ñthe cloudò? ]

3. Data & meta -data curation for a running experiment:
Á Data volume: extends to many PB;
Á Duration: decades ? 

ü We will need to solve this last case for the LHC! A solution for 
the other Use Cases?

20



What is Grid Computing?

ÅToday there are many definitions of Grid computing :

ÅThe definition provided by [1] Ian Foster in his article: 

"What is the Grid? A Three Point Checklist" [2] is:

1. Computing resources are not administered centrally; 

2. Open standards are used; 

3. Non-trivial quality of service is achieved. 

http://www-fp.mcs.anl.gov/%7Efoster/
http://www-fp.mcs.anl.gov/%7Efoster/Articles/WhatIsTheGrid.pdf


Why Grid Computing?

ÅGrid computing addresses two important issues:

1. The significant political issue of funding : it allows countries / 
funding agencies to spend money on computing & storage 
resources locally;

2. Scientific and socio-economic benefits : it allows labs and 
Universities to play a significant role in data processing and 
analysis ïthis reduces one of the oft raised criticisms of HEP

Å It has also been demonstrated through a series of 
ñchallengesò to satisfy the needs of the LHC experiments ï
and now production data taking!
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The Worldwide LHC Computing Grid

Å Tier0 (CERN), ~10 Tier1s, ~100 Tier2s; 
Å Sum of resources at each tier approximately constant
Å Specific roles assigned to each tier
ÅVariations in computing models by experiment

ÅTier1 sites must provide ñcustodial storageò for a significant 
fraction of the data! [ fortunately geo -plexed ]

ÅStorage management is much more than just ñstorageò;
Å e.g. many Tier2s provisioned and configured for capacity ïnot access

Å Data management is much more than storage management ï
involves multiple meta-data systems, databases (also required for 
storage management), file transfer and aggregation systems etc.

ü Both involve multiple complex hardware and software 
systems ïall of which can and do fail! Regularly!
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The Worldwide LHC Computing Grid

Å Tier0 is at CERN. It receives the raw and other data from the 
Experimentsô online computing farms and records them on 
permanent mass storage. It also performs a first -pass 
reconstruction of the data. The raw and reconstructed data are 
distributed to the Tier1 Centres. 

Å Tier1 Centres provide a distributed permanent back-up of the 
raw data, permanent storage and management of data needed 
during the analysis process, and offer a grid-enabled data service. 
They also perform data-intensive analysis and re-processing, and 
may undertake national or regional support tasks, as well as 
contribute to Grid Operations Services. 

Å Tier2 Centres provide well-managed, grid-enabled disk storage 
and concentrate on tasks such as simulation, end-user analysis 
and high-performance parallel analysis. 

Å In addition, CERN provides an Analysis Facility that has the 
functionality of a combined Tier1 and Tier2 Centre, except that it 
does not offer permanent storage of back-up copies of raw data. 
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Jim Grayôs Advice

On one of his visits to CERN, Jim recommended we:

1. Geo-plex our Data

2. Scrub it continually for errors

Å By ñgeo-plexingò he meant store multiple copies in different 
locations ïperhaps in different formats 
Å e.g. to suit specific access patterns

Å By ñfollowingò his advice, we have recovered from data loss 
affecting ~100K files (several timesé) 

Å But its not an inherent part of our global data management 
strategyé (Even if built in to the experimentsô models.)

25



WLCG & Data Movement

ÅData movement is an intrinsic part of WLCG:

ÅPit to Tier0; Tier0 to Tier1s; Tier1s to Tier2s (and other 
Tier1s); Tier2s to Tier1s etc.

ÅCMS PhEDEx can ñsourceò data from multiple sites ï
not just site having ñcustodial responsibilityò

UNESCO Information Preservation debate, April 2007 - Jamie.Shiers@cern.ch26
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http://research.microsoft.com/~gray/talks/cern_2001.

ppt
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Itôs Hard to Archive a Petabyte

It takes a LONG time to restore it.

• At 1GBps it takes 12 days!
• Store it in two (or more) places online (on disk?).

A  geo-plex

• Scrub it continuously (look for errors)

• On failure, 

– use other copy until failure repaired, 

– refresh lost copy from safe copy.

• Can organize the two copies differently 
(e.g.: one by time, one by space)



The Grid: Part of the Solution 
or Part of the Problem

Å In the Grid we talk interfaces and not implementation

ÅStorage is a good example: SRM is the interface ïthere 
are multiple (partial) implementations and the full range of 
back-ends

Åe.g. dCache + HPSS or ENSTORE or TSM or DMF or

ÅStorage devices and configurations vary significantly too!

ÅThis has ïon at least one occasion ïsaved us when silent 
data corruption only affected one family of storage 
[ recovery typically by experiments ]

ÅBut this huge degree of complexity and the absence of a 
consistent high-level data management vision are 
probably not maintainable in the long termé
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Current Data Management vs 

Database Strategies

Data Management

Å Specify only interface 

(e.g. SRM) and allow 

sites to chose 

implementation (both of 

SRM and backend s/w & 

h/w mass storage 

system)

Databases

Å Agree on a single 

technology (for specific 

purposes) and agree on 

detailed implementation 

and deployment details

WLCG experience from both areas shows that you need to have very detailed control 

down to the lowest levels to get the required performance and scalability.

How can this be achieved through todayôs (or tomorrowôs) Cloud interfaces?

Are we just dumb???



The Way Forwardé

ÅThe minimum that we require is an integrated data & 
storage management service ïeven if implemented 
on top of independent (and separately managed) 
components (both site & VO)

ÅThere is a large opportunity to provide a consistent 
data management strategy ïbuilding on what we 
have learned in 10 years of grid computing and 
taking todayôs technology into account

MThe current situation ïwith both data loss and / or 
corruption ïis not sustainable
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Just Startup Woes?

ÅTwenty years ago ïin the early days of LEP ïwere 
things really much better?

ÅSome of the key data and storage management 
components were still being written or not fully 
deployed 

ÅMajor changes were around the corner: e.g. mainframe 
to distributed computing shift ï
ñfrom supercomputing to super-market computingò

ÅThe fact that we have repeatedly moved 1PB of data 
grid-wide a day and have achieved production status 
across a world -wide grid is a huge achievement!
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Summary

ÅStorage: solved in theory ïstill very (manpower) 
expensive in practice

ÅData management: a major rethink of data 
management for grid & cloud environments is 
required ïit will come because we need it

ÅData access: an ignored problem

ÅMetadata: still in its infancy. When we can approach 
the level of a musical score we can claim progress 
but not successé

34



Conclusions

ÅWe marvel how recent generations performed ñcultural 
atrocitiesò ïe.g. removing marble from the pyramids

LHow will posterity consider us for failing to 
preserve our scientific legacy and their heritage?

ÅPreserving knowledge in a way that it can be used by 
future generations might not be cheap but does this 
alone remove the obligation to make all efforts?

ÅThere are many technical and cultural issues to be 
solved ïe.g. ñfreedomò of data access, consistent use of 
digital metadata ïthese would also benefit current work

MAnd the archives will only live as long as they are 
actively (and financially) supported
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The End


