Data-Intensive Solutions at SDSC

Michael L. Norman
Interim Director, SDSC
Distinguished Professor of Physics
minorman@ucsd.edu

SDS‘ SAN DIEGO SUPERCOMPUTER CENTER Y‘

at the UNIVERSITY OF CALIFORNIA; SANDIEGO | JCSDD




Michael L. Norman | llan Snavely
Principal Investigator Co-Principal Investigator
Interim Director, SDSC Project Scientist

N

\

cCcCOoOMIMG S UMMER = 8 11

SDS SAN DIEGO SUPERCOMPUTER CENTER Y‘

at the UNIVERSITY OF CALIFORNIA; SANDIEGO | JCSDD



What i1s Gordon?

A “diabhtensi ve” supercomp!
flash memory and virtual shared memory SW
 Emphasizes MEM and IOPS over FLOPS

* A system designed to accelerate access to
massive data bases being generated in all fields
of science, engineering, medicine, and social
science

- The NSF's most recent Tr
Diego Supercomputer Center (SDSC)

« Coming Summer 2011
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Why Gordon?

Growth of digital data is
exponential

« “data tsunami” SO|e><a

Driven by advances in
digital detectors,
networking, and storage

technologies i
Making sense of it all is the {+ @
new imperative P

« data analysis workflows
) data mlning ‘ 7o B B ~5_‘, s S’ .

* visual analytics | RN -
« multiple-database queries 17 AR =
 data-driven applications
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The Memory Hierarchy of a Typical
HPC Cluster
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The Memory Hierarchy of Gordon

Flash Drives
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Gordon Archi tectur e

e 4TB
32 Appro Extreme-X SSD
compute nodes /O Node
 Dual processor Intel I\

Sandy Bridge |
+ 240 GFLOPS
. 64 GB :
2 Appro Extreme-X 1O )
nodes . ‘ D
240 GF 2

e Intel SSD drives o\
« 4 TB ea. Comp C4C-)Om(EJF
560,000 IOPS Node Node

« ScaleMP vSMP virtual
shared memory

. 2 TB RAM aggregate vSMP memory
- 8 TB SSD aggregate virtualization

SDS‘ SAN DIEGO SUPERCOMPUTER CENTER Y’

at the UNIVERSITY OF CALIFORNIA; SANDIEGO | JCSDD

64 GB 64 GB
RAM N | RAM




Gordon Architecture: Full Machine

« 32 supernodes =
1024 compute nodes

« Dual rail QDR
Infiniband network
e 3D torus (4x4x4)
* 4 PB rotating disk
parallel file system
« >100 GB/s

SEEEEE _
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Gordon Aggregate Capabilities
Speed  245TFLOPS

Mem (RAM) 64 TB
Mem (SSD) 256 TB
Mem (RAM+SSD) 320 TB
Ratio (MEM/SPEED) 1.31 BYTES/FLOP
Network bandwidth 16 GB/s bi-directional
Network latency 1 nrsec.
Disk storage 4 PB
Disk IO Bandwidth >100 GB/sec
SDSC SAN DIEGO SUPERCOMPUTER CENTER Yz--
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Dash:

a working prototype of Gordon
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Dash Architecture

4 supernodes = 64 physical nodes

RAID controller

16 compute nodes  (Nehalem)
8 cores 8 cores 8 cores
| | |
48 GB DRAM 48 GB DRAM 48 GB DRAM
If'O T'ICIC]e CPU

RAID controller

[
64GB

64GB | | 64GB 64GB | | 64GB 64GB
flash flash flash flash flash flash
8 flash drives 8 flash drives
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vSMP

128 cores

|
768 GB DRAM

|
1TB flash drive ]

One core can access
1.75 TB “memory” via
vSMP

=
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NIH Biological Networks
Pathway Analysis

Interaction networks or graphs
occur in many disciplines, e.g.
epidemiology, phylogenetics
and systems biology
Performance is limited by
latency of a Database query and
aggregate amount

of fast storage available
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Biological Networks Query timing

TABLE 11: QUERY RESPONSE TIMES OF POPULAR QUERIES IN BIOLOGICAL
NETWORKS ON DIFFERENT STORAGE MEDIA (HARD DISK, SSD AND MEMORY)
AND THEIR SPEED-UP IN COMPARISON TO HARD DISK.

Query | Q2C Q3D QF | Q6G | Q7H

RAMFS [ 11338ms | 62850ms 3ms 17957ms | 211ms
(VSMP) | (1.42x) (3.60x) (186x) | (1.54x) | (5.64x)

11120ms | 176873ms | 11lms [24879ms | 495ms

S sy | (28w (50739 (L1lx) | 2.419)

HDD [ 16090ms | 226023ms | 558ms [27661ms | 119]1ms
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Palomar Transient Factory (PTF)

8006 Astronomy.com - Palomar Transient Factory sky survey brings new objects into focus =

C):/ . @ [ [ huep:/ fwww.astronomy.com/asy/default.aspx?c=a&id=8363 g v 1= (9 mac osx capuure screen Q) (=
LAS D ©

Tonight’s Sky 15, 2009 | CHANGE LOCATION | HeLP |
UN & MOON

_ Data shown for Waukesha, Wi
' Sun Moon :
RISE 6:46 AM @ 5:41 AM PHASE Waning crescent
o T OSET  429PM 3:26 PM DIsK 1%

orld’s best-sellin

MEEAEEETEHES THE MAGAZINE | WELCOME TO ASTRONOMY | COLUMNISTS | SUBSCRIBER EXTRAS | COMMUNITY | TIMEDIA ‘

Home > Features > News

| o ; E | : Bl SUBSCRIBER & MEMBER LOG IN
SEARCH NCWS a S A . E-mail Address: ™ Remember me?
Enter Keyword @ . . s s m

News

Password:

[ E-mail this page to a friend

prspee =3 Palomar Transient Factory sky survey brings U

Reader forums g new Ob.] ects into focus Welcome to Astronomy.com!
The unique survey already has found many new cosmic explosions, including 32 . »

[N N eI  Type la supernovae, eight Type Il supernovae, and four cataclysmic variable Nota member? Register» | Why jain? »
stars.

Astronomy groups 9 Provided by Caltech, Pasadena, California

Recaive news, sky-event information, observing tips, and
alendnr of cvents P June 15, 2009 more from Astronomy's free weekly e-mail newsletter.

An innovative sky survey is returning

" , CE-mail Address |
Shopper's guide images that will be used to detect @
Bt unprecedented numbers of powerful
cosmic explosions — called supernovae Privacy Policy

Blog — in distant galaxies, and variable

brightness stars in our own Milky Way.
The survey also may soen reveal new
classes of astronomical objects.

Astronomy day

‘Why Join?

All of these discoveries will stem from SPECIAL ISSUES

the Palomar Transient Factory (PTF)
survey, which combines the power of a i <. .

wide-field telescope, a high-resolution ; COSMOLOGY'S - [P R Greatest
camera, and high-performance 1 GREATESE' : mm:;g:: red
nelworklng and computing, wnh rapld DISCOVERIES

favascriot:voidi:
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* Nightly wide-field
surveys using
Palomar Schmidt
telescope

* Image data sent to
LBL for
archive/analysis

« 100 new transients
every minute

e Large, random
gueries across
multiple databases
for IDs

~
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PTF-DB Transient Search

Forward Backward

Ql Ql
DASH-10-  11s 100s
SSD (145x) (24x)
Existing DB 1600s 2400s

Random Queries requesting very small chunks of data about the
candidate observations
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Dash wins SC09 Storage Challenge at
SCQ09*

*beating a team led by Alex Szalay and Gordon Bell

SDS‘ SAN DIEGO SUPERCOMPUTER CENTER Y’

at the UNIVERSITY OF CALIFORNIA; SANDIEGO | JCSDD




Conclusions

Gordon architecture customized for data-intensive
applications, but built entirely from commodity parts

Basically a Linux cluster with

« Large RAM memory/core

e Large amount of flash SSD

 Virtual shared memory software

. C 10 TB of storage accessible from a single core

« C shared memory parallelism for higher performance

Dash prototype accelerates real applications by 2-100x
relative to disk depending on memory access patterns

« Random I/O accelerated the most

Dash prototype beats all commercial offerings in MB/s/$,
IOPS/$, IOPS/GB, and I0PS/Watt
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Cost:Performance (Feb, 2010)

HDD |DASH |DASH |FUSION |SUN

(SATA) |SSDIO|SUPER [IOSLC |F5100
GB 2048 1024 |768 160 480
$/GB ~0.15 |19.43 |112.63 |41.06 90.62
MB/s/$ |~0.4 0.16 |0.49 0.12 0.07
IOPS/$ |0.4-1.0 |28 52 18 9
IOPS/GB |0.05-0.1 |549  [5853 725 828
5000 $10000 |176.96 |96.22  |283.17 |547.22

|OPS cost

Cost of DASH includes storage, n/w, processors.




Power Metrics

TABLE 2. COMPARISON OF POWER METRICS BETWEEN SSD AND HDD.

DRAM 7x2 GB Flash SSD | HDD

Dimms (14 GB) 64GB 2TB

Active Power 70W 24W 11'W

Idle Power 35W 0.1 W TW
IOPS per Watt 307 712 35
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